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Abstract: Existing discussion of AGI safety have
primarily involved preventing dangerous programs
from running on computers. This article focuses on
examing preventing AGI from running based on hard-
ware Memory and FLOPS limits. We show that there
exist computers that are sufficiently weak that an
AGI cannot run, but are high enough that practical
computers can run within the limits.

Stuart Russell proposed in an interview (Chia and
Cianciolo, 2023) “we need to ensure that the hard-
ware and the operating system won’t run anything
unless it knows that it’s safe.” For sufficiently pow-
erful computers, this is very probably correct. How-
ever, this paper will show that an alternative way
to ensure safety is to limit the memory and com-
putational speed of hardware. For this paper, Ar-
tificial General Intelligence (AGI) is artificial intel-
ligence that is capable of performing any scientific,
technological, engineering or mathematical (STEM)
task that a human could. Super-intelligence is harder
to define but a working definition is that a super-
intelligence AGI would be capable of out thinking
an entire university or research laboratory for any
STEM task necessary to gain independence.1 Hav-
ing hardware limits for AGI and superintelligent AGI
would be useful because these would allow safer ex-
perimenting by keeping the computer hardware be-
low the limit. In addition, this would allow com-
puter hardware below the limit to avoid regulations
need for safe computer usage. Note that with the

1For this definition, the university or research laboratory
does not have electronic computing hardware, otherwise the
floating point operations per second would be primarily from
the computers there. This definition would be a university
or research laboratory in roughly 1940. The reason the “gain
independence” limitation is included is to prevent needing to
simulate human brains, for which humans might have an in-
herent advantage.

AGI definition does not include any speed or timing
considerations, only the super-intelligence definition
includes speed.

It is worth noting that the Halting Problem and
Rice’s theorem are for Turing machines with an in-
finite tape; this paper is dealing with machines with
finite space (memory + storage), so there are facts
that are provable that would not be with a Turing
machine.

1 AGI Limits

There do not seem to be many existing estimates for
a limit below which an AGI is not possible. One es-
timate is that a human level AGI could be done on
a 286 if the programmer is a superintelligent AGI or
a “home computer from 1995” (which roughly corre-
sponds to a 90 MHz Pentium) if the programmer is
a human (Yudkowsky, 2022) but no method for how
this estimate was calculated is provided.

This paper is concerned with an AGI that is ca-
pable of achieving independence. There are three
basic ways that an AGI could use to achieve inde-
pendence. The three are convincing humans to help,
creating hardware in the environment, or expanding
into other computer infrastructure. Expanding into
other computer infrastructure is already something
that has been done by computer virus for decades,
and can gain other resources which can be used for
one of the other methods to achieve independence.
Convincing humans probably requires at least some
level of fluency in language. Creating hardware in the
environment requires both some knowledge of the en-
vironment and some ability to simulate it. Computer
virus can be written in 10s to 100s of instructions, so
preventing this is primarily a matter of preventing
there from being available targets, and will not be
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discussed further. The method this paper uses to
demonstrate that an AGI can’t gain independence is
to show that the available computing power does not
allow fluent language and does not allow sufficient
simulations.

An AGI restricted to 64 KiB of read and writable
space (RAM and re-writable drives) would not be
capable of gaining independence.

Fluent English language understanding and cre-
ation is likely highly to be impossible in 64 KiB. A
typical human vocabulary of 20,000 words would not
fit in this amount of space without compression2 and
adding definitions would increase the size even more
so it would not be possible to fit a program that used
unrestricted language fluently. A 64 KiB computer is
unlikely to be able to simulate enough of the world
to design hardware to gain independence. For ex-
ample, a molecular simulation that used 4 bytes per
float, 3 vectors of 3 floats, and a beginning and end
state could not fit a simulation of a 10x10x10 cube in
64 KiB. So a 64 KiB computer can do neither fluent
language nor complicated simulations.

There are several clarifications that need to be
made about this 64 KiB limit. Networking together
multiple 64 KiB computers would allow the memory
space to be increased, which could allow AGI to be
done on the combined computers. Even without an
intentional network, there can be side channels that
transmit and receive data, such as with radio waves.
If time for computation is ignored (as it is for this
paper’s definition of independence gaining AGI) it
does not matter if the storage is RAM, floppy drive,
hard drive or flash drive, these all increase capabili-
ties. Register or vector storage on the CPU needs to
be counted as well. Write once, read many (WORM)
media (such as paper tape, punch cards, CD-R or
DVD-R) or media where there is manual work needed
(such as original cassette drives that required the
user to manually switch from reading to recording or
UV erasable programmable read only memory (UV-
EPROM)) are significantly different than RAM be-
cause of they can only be written once without inter-
vention. Only writing once is a significant limitation

2https://www.mit.edu/~ecprice/wordlist.10000 for ex-
ample is 75880 bytes. As well word vectors usually have vec-
tor length of at least 100 (Pennington et al., 2014), so 64 KiB
would not even fit a 1000 basic words with the vectors.

for most uses in simulation or learning algorithms.
In addition if they cannot be overwritten at the bit
level3 the data can be read back to see what compu-
tation was being run.

It seems likely that 64 KiB of RISC-V RV64GCV
machine language code would be more than suffi-
cient to include a transformer model training and
running program, and a simple simulation of Feyn-
man’s classical physics formulation (Feynman et al.,
1963, Vol. 2 Table 18-4). Alternatively the program
probably could fit the standard model and general
relativity instead. It seems likely that a small pro-
gram could easily include enough to get to a near
AGI and a basic understanding of the universe in 64
KiB of code if run on a large and fast enough com-
puter. So 64 KiB would not be enough to run an
AGI, but might be enough to store an AGI.

64 KiB may be significantly lower than needed to
prevent an AGI. The SHRDLU program was only
capable of discussing blocks and had a vocabulary
of approximately 500 words4, and it used approxi-
mately 450 KiB (100 to 140 K of 36 bit words from
the README in Winograd (1972)). From this, it
seems possible that it might be able to be demon-
strated that fluent English is not possible in 1 MiB
of memory. For simulation 1 MiB can do more than
64 KiB, however this would be limited to less then
about 15,000 elements in a molecular simulation.

2 Superintelligence Limits?

The amount of computational power to simulate
the approximately 100 billion neurons (and roughly
10,000 synapses per neuron) in a human brain is
estimated to be approximately 1 exa FLOP (1018

FLOPS) (Chen et al., 2019). This provides an up-
per limit for both AGI and superintelligence. Since
a human is a general intelligence, then 1 exa FLOP
of performance with enough memory for the all the
synapses (approximately 1 petabyte) would be suffi-
cient. Similarly, a superintelligence could be created
by simulating 10,000 humans, so multiply the AGI
limits by 10,000. This however is likely to be a overes-

3For example, on a paper tape using ASCII, a delete
(0b1111111) can overwrite other characters.

4estimated by from counting the DEFS in the file dictio in
the source code
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timate of the computing power needed because of the
different characteristics of computers versus human
brains. Signals in human neurons travel at about
60 m/s (Stetson et al., 1992) and signal transitions
take about 1 millisecond (Kandel et al., 2000, pg. 21).
Signals in computers travel at near light speed (2.0e8
m/s) and signal transitions happen on the order of
1e9 times per second. This gives significant advan-
tages for algorithms that do not parallelize well. Es-
timating the computing power needed to be a super-
intelligence from the other direction, a human can at
most do less than 100 floating point operations per
second, so 10,000 humans combined have 1 MFLOP
for sufficiently parallelizable algorithms and less than
100 FLOPS for non-parallizable algorithms. Consid-
ering that most scientific, technological, engineering
and mathematical tasks use calculations, to be con-
servative, the superintelligence limit should be closer
to 100 FLOPS (1e2) than 10 zetta FLOPS (1e22).
Proving that searching is needed might be one way
to prove that there is a higher limit than 100 FLOPS.
The brain of a fruit fly has about 100 thousand neu-

rons and about 50 million chemical synapses (Dorken-
wald et al., 2023). Scaling by the number of synapses
would give a simulation computational requirement
of 50 giga FLOPS. A Intel 5160 processor capable of
giga FLOPS of computation was used to defeat chess
grandmasters (ChessBase, 2006) which gives some
idea of how well humans can search. A 1976 Cray
I computer had 166 MFLOPS and 32 MiB of RAM
(Patterson and Hennessy, 1998, pg. 43), to give per-
spective on how long MFLOP sized computer have
existed. Note that none of these examples provides
an amount of computing power that can be used to
demonstrated that the lower limit for superintelli-
gence is greater than 100 FLOPS. Using those com-
putations as a anchoring point, it does seem possible
that future work could demonstrate a limit for com-
puting power that cannot become a superintelligence
that is a factor of a million higher or more.

3 Conclusions

An independence gaining AGI can be prevented by
restricting all computers to less than 64 KiB of R/W
storage without networking. Computer simulations
and other uses of computers are very useful for solv-

ing other problems that humanity has so alterna-
tively, computers below the AGI limit can be used
without restrictions, and only run safe software on
computers above this limit. 64 KiB of R/W stor-
age is a useful amount computer power and systems
like the Commodore 645, the Nintendo Entertain-
ment System and Arduino UNO all had 64 KiB or
less of R/W storage and these had sales figures in
the millions (Amos, 2021; Team, 2021). This limit is
however substantially below almost all modern com-
puting systems, with the notable exceptions of low
end embedded systems and retro computing.

Determining the threshold computational speed
limit for a superintelligent AGI is harder and this pa-
per was not able to demonstrate a lower limit value
above 100 FLOPS. If a higher limit cannot be demon-
strated, then the way to prevent superintelligent AGI
is to limit memory below the regular AGI limit.

4 Speculation and Future Work

Raising the limits from 64 KiB and 100 FLOPS seems
possible, and would definitely be useful future re-
search. 1 MiB and 100 MFLOPS probably could
be demonstrated, and would much more useful. Re-
search on if networking can be allowed would be use-
ful. Research how much Read only, Write only and
Write once/read many can be allowed would be use-
ful.

A 10 MFLOPS 512 KiB computer with 512 KiB
removable re-writable storage, a 1200 bits/sec net-
work connection, 2 MiB UV-EPROM and a 40 MiB
WORM drive could be used for many things we cur-
rently use computers for including GUI word pro-
cessing, spreadsheets, email, bulletin board systems,
C and MicroPython programming. Remove the net-
work connection and this is a vastly safer environ-
ment to run AI programs that we do not fully under-
stand.

Using high powered computers for AI research is in
some sense like using a 25 kVolt AC for experiments
before fully understanding electricity. It would be
much safer to experiment with 3 Volt DC. We need
to have a better idea what computational amounts

5Note that a Commodore 64 with a disk drive did have
more than 64 KiB of R/W storage, but Commodore 64 could
be used with a manually operated cassette tape drive.
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are low enough to be safe and which can lead to ac-
cidental AGI creation.

Lastly, there is usefulness in bans that are far above
the provable limits, since the danger of accidentally
creating an independence gaining AGI does increase
as computational power goes up.

These are my own opinions and not those of my
employer. This document may be distributed verba-
tim in any media.
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